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The ultrasound tongue imaging technique [1] is used to study the spatial and temporal 

properties of lingual articulation. Over the years, there has been increasing standardization in 

the statistical analysis of tongue profiles from ultrasonographic data [2, 3, 4]. Despite this, the 

current methods do not yet offer effective solutions for comparing data across recording 

sessions or from different speakers. In this paper, we show how a non-parametric clustering 

technique can accommodate for possible misalignment of functional data and therefore how it 

can be used to investigate intraspeaker articulatory variability across recording sessions. This 

technique allows the simultaneous co-registration and clustering of curves produced in 

different recording sessions via a functional k-medoid alignment [5, 6], which represents an 

improvement over the analysis based on k-mean alignment presented in [7] as it provides 

cluster centroids which are more faithful to the elicited data. 

In order to test the potential of the technique, we ran a pilot experiment. First, we devised a 

list of reduplicated C1V1.C1V1 Italian words and non-words in which vowels were restricted to 

/i, e, ɛ, a, ɔ, o, u/ and consonants to /p, t, k, s, ʃ/ (e.g.: [ˈpaːpa, ˈteːte, ˈʃɔːʃɔ]). Then we collected 

ultrasound data using a SonixTablet machine controlled from a PC running Articulate Assistant 

Advanced software [8]. Data was recorded at about 100fps with 69 beam-formed echo pulses 

evenly spread over a 134-degree field of view. Data presented here are from the recordings of 

a trained adult male phonetician who read the randomized list of stimuli twenty times while 

fitted with the UltraFitty headset [9] to stabilize the ultrasound probe. After ten repetitions of 

the stimuli list, the headset was repositioned to simulate two distinct recording sessions. 

Collected data were used to validate the clustering technique and test whether it was able to 

detect that the tongue shape was different or similar for: 

(i) the articulation of the same vowel in the same phonetic conditions but across 

different recording sessions, e.g. variants of [a] by the same speaker in recording 

session1 and recording session2; 

(ii) the articulation of the same vowel under different conditions within a recording 

session, e.g. positional variants of [a] in [pa], [ta], [ka], [sa], [ʃa]. 

To this aim, for each pair of vowels in the dataset we ran a 2-, 3-, 4- and 5-clusters partition. 

We adopted the L2 distance between curves to compute a dissimilarity index of curves-medoids 

within each cluster, and affinities - namely shift and dilation - as the group of admissible 

warping functions. We used the index to evaluate the alignment/clustering of the curves to their 

medoid templates. Results confirm the quality of the clustering technique for comparing data 

across recording sessions. For example, Figure 1 illustrates how the tongue profiles for [a] and 

[e] that were recorded in distinct sessions are correctly reported to two homogeneous clusters. 

However, Figure 2 firstly shows that by increasing the number of clusters, the quality of 

classification does not markedly improve. This evidence suggests that fine-graded articulatory 

variability that is present in the original data is not captured, namely positional variables are 

not identified. Secondly, the reduction in the dissimilarity between the case without and with 

alignment supports the importance of managing the possible curve misalignment before 

performing any statistical analysis, either while collecting data - possibly by resorting to a bite 

plane trace that provides a consistent reference to allow images to be rotated and translated 

[10] -, or while pre-processing data for the statistical analysis. 



During the presentation, we will discuss how this can depend both on the clustering 

technique and on the accuracy limits of the ultrasound tongue imaging technique, and we will 

give information regarding the optimum settings for obtaining the best results. 

 

 

 

 

 

 

 

 

 

Figure 1. Original curves (left) and aligned and clustered curves via 2-medoid alignment 

with affine warping (right). The colors in the left panel refer to the different positional 

variants of [a] and [e]. 

 
Figure 2. Boxplot dissimilarity indexes for original, non-aligned, 2-, 3-, and 4-clusters 

partition for [a] and [e]. 
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